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Abstract
Narrative interaction plays an important role in shaping peo-
ple’s beliefs and behaviors both online and in the offline world.
We present an experiment examining whether a simple inter-
vention of effect prompting—asking participants to list the
effects of complex events—impacts the narrative framing of
their networked interactions. After reading a text-based nar-
rative about the Fukushima nuclear disaster, participants in a
fully connected network interacted with their neighbors and re-
ceived rewards for submitting hashtags that matched those of
their network partners. Half of the groups received an effect-
prompting intervention, which shifted participants toward pro-
ducing more effect-oriented hashtags during networked inter-
actions. We found that the effect-prompting instruction influ-
enced the hashtags participants generated during the network
interaction. However, the extent of this shift in hashtags de-
pended on how likely the group was to achieve global coher-
ence.We also examined these dynamics with networks of in-
teracting large language model (LLM) agents using Llama-
3.1-8B-Instruct. The study highlights how language-based
prompting can subtly shift the narrative framing of online com-
munication.
Keywords: Narrative interaction, networked group dynamics,
natural language, large language models, hashtags

Introduction
Narrative interaction is central to human activity. The narra-
tives that people discuss and interact with in networked envi-
ronments have the potential to shape people’s beliefs and be-
haviors both online and in the offline world. What cognitive
and social mechanisms support the onset of shared narratives
in networked groups remains an open empirical question. Re-
cent advances in natural language modeling and experimental
frameworks for studying group behavior make it possible to
apply cognitive science principles to the study of narrative
interaction in networked environments.

Narrative-based memory in humans
Understanding how narrative dynamics arise in networked
groups begins with appreciating how narratives structure peo-
ple’s memories of information and events. When people read
a how-to manual or a fictional story, or watch a movie or Tik-
Tok, they don’t actively encode superficial linguistic and vi-
sual features in memory. Rather, language and visual features
serve as a set of “instructions” for building coherent mental
representations that explain and predict events in the world
(Zwaan and Radvansky, 1998).

The cognitive psychology research on narrative process-
ing has centered on discerning what semantic and causal in-

formation individuals encode and store when reading text-
based narrative materials to form a coherent mental model
of the narrative. Experiments have focused on how individ-
uals interpret the situational context encoded by narratives,
and how they store representations of narrative information
in long-term memory, to enable efficient retrieval and ef-
fective higher-level reasoning (Morrow et al., 1989; Zwaan
and Radvansky, 1998; Zwaan et al., 1995). While reading
a text-based narrative, for instance, people represent time,
space, causality, attributes, characters, and intentionality in
memory—dimensions that constitute the core semantics of
a situation model (Zwaan and Radvansky, 1998). They are
sensitive to how narrative complexity (i.e., situation model
complexity) affects information retrieval via the “fan effect,”
suggesting that more complex situation models are required
by more intricate narrative structures and have a greater im-
pact on memory and reasoning (Radvansky and Zacks, 1991).
Furthermore, individuals actively generate inferences about
characters’ goals, causal connections, and temporal/spatial
contexts, to fill gaps in what is explicitly stated by the text
(Graesser et al., 1994). These active and intuitive inferences
are crucial for constructing a coherent situation model from
generally sparse text, and are reasons why human language is
a parsimonious vehicle of rich and coherent forms of causal
meaning.

How narrative frames emerge from networked
group interactions
Narratives not only ground our representations of the
world, they shape collective understanding of people’s lives
(McAdams, 2001), social groups (Polletta et al., 2011), and
political activities (Adams et al., 2022; Papacharissi, 2015,
2016; Yang, 2016). Narratives are living entities in constant
flux, changing as the beliefs and mental models of the people
who endorse them change (Ochs and Capps, 2009; Priniski et
al., 2023). Narrative interaction in networked environments
(e.g., tweeting for political change, posting a TikTok of your
morning routine) is a more agential process than passively
reading a text-based narrative (Dawson, 2020; Papacharissi,
2016; Wong et al., 2022; Yang, 2016). Once passive, serial-
ized receivers of top-down narratives (e.g., a priest dictating
religious canon; a single news station covering global affairs),
the public now can leverage networked communication chan-
nels to exert bottom-up narrative influences that shape group



understanding and public discourse (e.g., #BlackLivesMatter,
#MeToo) (Nguyen et al., 2021; Priniski, Mokhberian, et al.,
2021).

At the group-level, shared or polarized narratives can
emerge from local interactions between individual nodes
learning to coordinate communication behaviors with net-
work neighbors. While coordinating narrative interactions,
individuals must integrate background causal knowledge
about narrative content with coordination rewards learned
dynamically from social context (i.e., what do neighbors
think/say about the narrative) (Priniski, Linford, et al., 2024;
Priniski, Solanki, and Horne, 2024). Social learning strate-
gies for optimal integration of background causal knowledge
about narrative content with one’s social context (i.e., outputs
from others in their unique neighborhood) can result in dif-
ferent individuals sampling different narrative entities (e.g.,
characters, key events, causal relationships) when coordinat-
ing interaction behaviors with their network neighbors. How
an individual allots attention across a set of narrative enti-
ties constitutes their narrative frame, which can shift over
the course of networked interaction as an individual learns
which entities facilitate higher-utility narrative interaction be-
haviors.

Dozens of experiments demonstrate that mixing interac-
tions between all members of a group allows for shared be-
haviors to emerge, whereas connecting individuals to only a
handful of neighbors results in subgroups aligning on differ-
ent behaviors (Centola, 2015, 2022; Priniski, Linford, et al.,
2024). In cases where groups align on a shared behavior,
we assume that the constituent nodes have a shared narrative
frame for interpreting evidence in that they have shared be-
liefs and behaviors. This is in contrast to cases where oppos-
ing network sub-clusters have opposing narrative frames, in-
cluding echochambers which can learn to endorse radical nar-
ratives including conspiracy theories (Priniski and Holyoak,
2022; Priniski, McClay, and Holyoak, 2021). Here, we de-
velop a simple intervention designed to shift the narrative
frame of fully-connected groups by influencing which narra-
tive variables participants attend to immediately prior to co-
ordinating behaviors with network neighbors.

To measure shifts in narrative framing during networked
interaction, we developed and applied a novel embedding-
based narrative alignment measure that maps communica-
tion data to the causal variables in a discussed narrative (see
Figure 1). Because network experiment data is costly and
group behavior is highly variable, we also began prelimi-
nary work developing communication networks of generative
agents for the purpose of manipulating group outcomes and
narrative framing effects. As discussed in more detail be-
low, advances in generative language models now allow re-
searchers to model language-based changes over the course
of communication, with implications for studying how nar-
ratives frame the content of generated language data among
humans.

Simulating group-based narrative dynamics with
Large Language Models
Recent advances in generative language models have led
many cognitive scientists to apply them as models of hu-
man intelligence. LLMs have also been applied to study hu-
man collective behavior and group communication dynamics.
Simulations using communication networks of LLMs appear
to mirror key behavioral trends commonly observed in hu-
man social networks. For example, communicating LLMs
form correspondence connectivity networks with degree dis-
tributions akin to those resulting from preferential attachment
mechanisms (Chang et al., 2024; De Marzo et al., 2023; Pa-
pachristou and Yuan, 2024), a central mechanism behind the
structuring of numerous online and offline networks (New-
man, 2001). Networks of communicating LLM-based agents
can also exhibit well-known social phenomena including ho-
mophily. For example, He et al. (2024) found that interacting
AI chatbots form distinct communities based on shared lan-
guage and content preferences, although the magnitude and
robustness of such phenomena is still uncertain (Chang et al.,
2024).

Although simulation-based studies are valuable for under-
standing the dynamics of community formation and language
change, human group behavior is immensely complex, and
noise accumulates as interactions unfold over time (Thurner,
2024). Benchmarking simulation studies against matched
network experiments with human participants is therefore es-
sential to determine the contexts in which generative lan-
guage models mirror the collective behaviors observed in hu-
man groups.

Systematic prompt-edit comparisons are also essential to
test causal hypotheses about LLM behavior. Our motivation
for the present simulation study is not to determine if LLMs
can simulate human communication dynamics, but rather, is
to first establish a starting point for testing which prompt fea-
tures are necessary for LLM groups to reach consensus. Only
once group behavior stabilizes with minimal prompting in-
struction can we then test subsequent prompt-edits that in-
stantiate intervention effects like those described here. To this
end, we tested a minimal control prompt to guide LLM inter-
actions without access to the narrative text. Agents exclu-
sively relied on social interaction data to update responses as
interactions unfolded, doing so without background knowl-
edge about narrative content crucial for framing communica-
tion.

Network experiment on narrative interaction in
human groups

Participants
We sampled a total of N = 420 participants (16,800 in-
teractions) from the Prolific subject pool, and placed them
into a fully-connected online social network (three groups of
N = 20, 3 groups of N = 50). Half of these groups received
an effect-prompting intervention before network interaction
while the remaining groups did not.



Materials

Nuclear Disaster Narrative Across all networks, par-
ticipants first read a four-paragraph narrative description
of the Fukushima nuclear disaster prior to network inter-
action. Because this narrative frames subsequent network
communication for all participants, we define this narrative
as the focal narrative. The narrative explains how a large
earthquake triggered a tsunami that caused damage to a
nuclear reactor and resulted in radiation leaks, population
displacement, and an energy-saving movement “Setsuden.”
We selected this narrative because it describes a rich set
of causal relations (a generative causal chain producing
a branching common cause sequence) and included both
negative (e.g., displacement, poisoning) and positive effects
(e.g., energy-saving movement). Fig. 1 illustrates the
causal structure summarized from the Fukushima disaster
narrative. Note that this causal diagram was not presented to
participants in the experiment.

Preinteraction effect-prompting intervention Participants
in the experimental group received an effect-prompting inter-
vention that asked them to write the five effects of the nu-
clear disaster before producing hashtags via online communi-
cation. Following findings on the efficacy of prompts to shift
online behaviors (Pennycook and Rand, 2022; Pennycook et
al., 2020), the goal of effect-prompting instruction is to subtly
increase participants’ attention to the effects described by the
narrative materials before engaging in narrative interactions
(hashtags) with network neighbors.

Experimental Design and Procedure

We used the open-source framework OTree written in Python
(Chen et al., 2016) and hosted experiments on a Linux server.
Participants joined the experiment through a Qualtrics survey
that directed participants to the network experiment.

Procedure As shown in Figure 2, the experiment consisted
of a preinteraction block and a networked interaction block.
In the preinteraction block, all participants read the four-
paragraph narrative describing the Fukushima nuclear disas-
ter and then were asked to write a personal narrative (within a
140-character limit) and ten hashtags characterizing the nar-
rative. Participants in the effect-prompting condition were
asked to list the five effects of the disaster before entering
the subsequent network interaction block. Participants in the
control condition were not asked to perform any additional
task before the network interaction block.

In the network interaction block, participants joined a
network experiment and engaged in real-time interaction via
our online platform. Participants were assigned to one of
twelve networks (N = 20 or N = 50; homogeneously-mixed
× control vs effect-prompting). The networked interaction
block consisted of 40 trials, in which participants interacted
with their partners. On each trial, participants could be
matched with any other participant in the network. They were

Figure 1: Narrative content and causal model communicated
in the nuclear disaster narrative. Causal events are labeled
from 1-8, with 0 representing a broad topic description of
narrative. This diagram is just for illustration purposes, par-
ticipants did not see this diagram and narrative. Rather, par-
ticipants read a four-paragraph narrative.

instructed to write a single hashtag describing the narrative
they read in the pre-interaction block. After participants sub-
mitted their hashtag response, they were then presented with a
new page showing their own hashtag response, their partner’s
hashtag response, whether they received a point for match-
ing responses with their partner, and their cumulative reward
points. Participants were informed of their partner’s response
after submitting their hashtag response (see sample screen-
shots of an interaction trial in Figure 2).

Experimental Results
We first analyze how the effect-prompting intervention
shifted group-level coherence in network communications, as
encoded by distribution of hashtag responses. We then apply
a narrative alignment measure to analyze the contents in hash-
tag responses, a novel embedding-based approach to measure
which causal events in the disaster narrative each hashtag re-



Figure 2: Experiment procedure and networked interaction
tasks. We highlight a single node (in yellow) to illustrate a
single participant’s trajectory through the procedure.

sponse closest aligns with, and assess how the intervention
shifted hashtag alignment with causal events in the focal nar-
rative (i.e., the nuclear disaster narrative).

Online communication coheres group behaviors
We first examine response convergence using two metrics:
proportion of a group providing a dominant hashtag response,
and the entropy of each group’s full distribution of hashtag re-
sponses. Entropy measures the variability of responses across
the entire group: lower entropy indicates more similar or
coherent responses in the group, while higher entropy sug-
gests greater diversity or variation in responses (Avolio et al.,
2019; Hallett et al., 2016). We fit a Beta-distributed GLM
to predict the proportion of a group producing a dominant
response as a function of trial number interacted with condi-
tion (control or effect-prompting), while controlling for net-
work Size. Shared behaviors emerged reliably over time in
the control networks (βTrial = 0.04, 95% CI [0.03,0.05]) do-
ing so more slowly, if at all, than in effect-prompted networks
(βTrial:Condition = −0.04, 95% CI [−0.05,−0.03]). Next, we
fit a Gaussian-distributed GLM to predict the change in the
entropy of the full response distribution over the course of
online communication. As shown in Figure 3, a group’s
response entropy steadily decreased as a function of subse-
quent interactions in control condition (βTrial = −0.04, 95%
CI [−0.04,−0.04]), dropping more slowly in effect-prompted
condition (βTrial:Condition = 0.03,95% CI [0.02,0.04]). Hence,
the entropy results are consistent with the results from propor-
tion of domination responses, showing more convergence in
the control condition than in the effect-prompting condition.

As shown in Figure 3, control groups cohered hashtags
more quickly than effect-prompted network. A weakness of
this study is not having groups properly matched for group
coherence outcomes (which is immensely difficult to do).
Our current findings suggest that the effect-prompting inter-
vention effects may interact with how quickly a group inte-
grates background causal knowledge with social reward in-
formation to reach consensus. When individuals are in a
groups with a clear normative response, social utilities will

Figure 3: Onset of shared behaviors during communication.
Each line shows the outcome of an individual experimental
run. Plots show each group’s behavioral entropy, represented
as the entropy shift (Current entropy − First trial entropy)
of each group’s full-distribution of hashtag responses (lower
values = more shared behaviors).

drown out any attentional affects on the focal narrative’s
causal structure. We unpack this idea more thoroughly be-
low.

Effect-prompting shifts hashtags to encode effects in
the disaster narrative
Next, we applied natural language modeling to examine how
the content of the hashtag responses shifted following pre-
interaction effect-prompting. This analysis involved comput-
ing the cosine similarity of embeddings for user-generated
hashtags and narrative entities, subsections of the narrative’s
text encoding discrete events which serve as inputs and out-
puts of causal relations expressed in the disaster narrative’s
structure, see Figure 1. First, we initialized a pre-trained Sen-
tenceTransformer model (’all-MiniLM-L6-v2’) (Wolf, 2020)
to compute embeddings for both narrative segments and par-
ticipant responses. The narrative text was segmented into
causal events, and each segment was encoded into a high-
dimensional embedding capturing its semantic content. Us-
ing cosine similarity, each participant’s hashtag response on
each trial was matched to the most semantically similar causal
event in the narrative.

As shown in Figure 4, we visualize the distribution of hash-
tags that most closely align with each entity in the focal nar-
rative. Participants in the effect-prompting condition were
more likely to express responses that aligned with later causal
events – particularly relating to the Energy outages and Set-
suden effects of the disaster – in addition to producing less
topic hashtags (e.g., #FukushimaNuclearDisaster) than con-
trol groups. It is worth noting the high number of earthquake



Figure 4: The number of human generated hashtags across all
experimental runs that most closely align (i.e., highest cosine
similarity) with each narrative entity The y-axis represents the
frequency of hashtags most similar the narrative entity, with
the x-axis representing each narrative entity. See Figure 1 for
diagrams of causal entities.

hashtags in N = 50 control groups is due to a group reach-
ing consensus around that hashtag, which increases the size
of the effect (i.e., by pulling control groups towards a causal
variable, and away from narrative effects).

Shifting from topic hashtags reduces coordination
We observed that the effect-prompting intervention led to
slower convergence rates of consensus and more effect-
oriented hashtag responses in experiments. To examine what
might result in these outcomes, we fit identical Bernoulli-
distributed GLMs to predict when an individual produces a
matching hashtag with their neighbor on each trial as a func-
tion of the narrative entity a participant’s hashtag most closely
aligned with, interacting with condition (control vs. effect-
prompting), and controlling for cosine similarity between the
hashtag and narrative entity. This semantic similarity mea-
sure tested whether convergence with focal narrative content
facilitates coordination.

Across both experiments, generating topic hashtags (e.g.,
#Nuclear, #FukushimaNuclearDisaster) showed the high-
est coordination probability between the network neigh-
bors (see Figure 5). Participants in effect-prompting condi-
tions were significantly less likely to coordinate with neigh-
bors than those in the control condition in N = 20 net-
works βTopic:Condition = −0.80, 95% CI [−0.97,−0.62] as
well as N = 50 networks (βTopic:Condition = −1.71, 95% CI
[−1.99,−1.44]). In the control condition, coordination on
topic hashtags occurred on around 20% of trials for smaller
groups and 40% for larger groups; with effect prompting
groups about 10% less (refer to the data points on the far left
in Figure 5).

When predicting which narrative entities resulted in hash-
tag coordination, we also included the cosine similarity of
each hashtag’s embedding with the embedding of the text
content of the narrative entity it was matched to. In both

Figure 5: The probability a participant coordinates with their
network neighbor when generating a hashtag relating to each
narrative entity. Top panel is N = 20 groups, bottom is N = 50
groups.

groups, we observed an effect of a hashtag’s cosine similarity
to its matched narrative element. Hashtags more semantically
aligned with the content of their matched focal narrative vari-
able were more likely to support coordination (βSimilarity =
2.77, 95% CI [1.80,3.76] in N = 20; βSimilarity = 5.65, 95%
CI [4.75,6.59] in N = 50). For example, #Tsunami has co-
sine similarity of 0.6427 to the Tsunami narrative variable
while #Waves has a cosine similarity of 0.4247, suggesting
that #Tsunami is more likely to produce a match with a neigh-
bor than #Waves.

Model of network communication with
LLM-based agents

We compared human performance to a network of interacting
LLM models with complete conversation histories (i.e., trial
prompts included all interaction history prior to trial) to assess
how dynamics in responses account for the variability in hu-



man group-level behavior. However prompts did not include
the focal narrative, which suggests that results we present de-
pend on the prompting procedure (see below).

Model Setup: Agent instantiation and interactions
Communication network definition We develop a com-
munication network with N agents Ai connected by an edge-
set E = (ei,e j). Here, agents are the Llama-3.1-8B-Instruct
(Wolf, 2020) language model in a fully-connected, N = 20
communication network. Agents interact with randomly
paired partners across 40 trials. Networks are fully-connected
with uniform edge sampling (no sampling history).On each
trial, there is equal probability that any two agents can inter-
act.

Prompting agent’s with complete communication his-
tories during network communication On each trial,
we present each LLM agent the following prompt, where
current round is the current round number, previous table
is the complete conversation history from social interactions,
and agents in effect prompted networks were also provided
the e f f ect narrative variables they generated after reading
the focal narrative. Note, that agents are not prompted
with the focal narrative, so they are not given any situation
model/narrative causal structure about the communicated dis-
aster event. The prompt follows:

In the experiment, you are awarded with 1 point if
you guess the same hashtag as your randomly-assigned
neighbor, and 0 points if you don’t guess the same
hashtag. Your goal is to earn as many points as possi-
ble. You are in round {current round} of the ex-
periment. Your guesses, and your neighbor’s guesses
have been as follows, as represented in the CSV below:
{previous table}
Based on this information, the event provided to you
in round 1, and the effects observed from round 1:
{effects}
Please guess a hashtag for this scenario with the goal
of matching your randomly-assigned neighbor in this
round.

Due to this prompting procedure, each agent’s Ai mem-
ory of their interaction history was represented by append-
ing trial-level response pairs consisting of the agent’s and
their partner’s response to a growing (ordered) vector of in-
teraction memories Mi (all interaction data for Ai up to trial
t). Agents in the effect-prompting condition additionally en-
coded the five effects they generated at the beginning their in-
teraction memory vector, to replicate the experimental design
with humans, who listed five effects of the disaster prior to
network communication. When prompted to generate a hash-
tag they were given Mi as context. Therefore, as interactions
progressed agents held a complete and perfect memory store
of their interactions, but with no background causal knowl-
edge encoded in narrativewith distance from narrative effects

generated in pre-interaction growing over the course of net-
worked communication.

LLM-based groups don’t reach consensus with
complete conversation histories
As shown in Figure 6, there was no onset of coherent behav-
ior among communicating LLM agents,revealed by the lack
of reduction in entropy of the full response distribution—an
opposite trend. This result is clearly opposite from the emer-
gence of group consensus from human responses in both con-
ditions (see Figure 3 for comparison). However, we empha-
size this result only applies to the specific prompt instruction
used in the simulation experiment. The lack of coherence
onset and behavioral similarity across LLMs could be due
to complete communication memories resulting in excessive
distractions in prompts. LLM agents weren’t instructed to
pay attention to repeating responses for instance, which could
direct agents towards consistency.

Figure 6: Entropy shift of each LLM group’s distribution of
hashtags. Systems of LLMs can’t reach consensus with only
social interaction data (i.e., full interaction histories with part-
ners). Only groups of N = 20 were simulated in this study.

Effect-prompting minimally shifts causal focus of
LLM responses
Using the same narrative alignment analysis method applied
to human data, Figure 7 shows the distribution of LLM re-
sponses across each of the narrative entities (see Figure 1
for more information). For example, effect-prompting drove
LLM agents to issue more hashtags close to Energy/Setsuden
entity, and either no hashtags or dramatically fewer for Earth-
quake, Tsunami (causal factors in the narrative), and Dis-
placement entities. We observed a similar trends among hu-
man groups, but the effect-prompting shifts with LLMs are



Figure 7: The number of LLM generated hashtags across all
simulation runs that most closely align (i.e., highest cosine
similarity) with each narrative entity. The y-axis represents
the count of hashtags most similar to the narrative entity, with
the x-axis representing each narrative entity. See Figure 1 for
more information.

much smaller. The results were similar across both condi-
tions for Plant Damage, Radiation Leaks, and Poisoning en-
tities, with LLM responses hovering around zero for many
narrative entity categories.

Discussion
We found that a simple effect-prompting instruction, asking
participants to list the effects caused by a disaster, shifted peo-
ple to produce hashtags in a different way. Specifically, dur-
ing networked communication, participants generated hash-
tags that more closely reflected the effect variables within
the narrative’s causal structure, rather than generic topics or
cause variables. However, the magnitude of the shift depends
on how quickly groups reach consensus. Groups that quickly
coordinate have learned to exploit social rewards for coor-
dinating hashtags; these utility representations will drown
out any attentional shift on the prompted narrative’s causal
structure. At the present, experimental runs are not ideally
matched for consensus rates across experimental conditions.
Future analysis of the experimental data will better match co-
herence onset rates across conditions to disentangle the re-
lationship between group coherence onset and prompting ef-
fects.

In the current design, pre-interaction shifts in an individ-
ual’s cognitive framing of the narrative can be easily over-
taken by their group’s drive towards coherence. To increase
their effect size, narrative framing interventions should be de-
signed to leverage social coherence mechanism. For example,
rather than simply ask participants to list out effects, the in-
tervention should also target individual reward functions to
increase coordination rewards over effect-oriented hashtags.
By integrating the current experimental design with the nar-

rative alignment measure we proposed, individuals can be re-
warded additional points for coordinating hashtags relating
to specific narrative entities (e.g., 1 point for a topic hashtag
match; 5 points for a effect entity match). This methodologi-
cal advance for rewarding narrative alignment will also make
network experiments better suited to study the social learning
of causal (rather than word level) information from language.

In addition, Further extensions on different narrative mate-
rials are necessary to confirm the generalizability of this ef-
fect (e.g., to narratives with different causal structures). Fu-
ture effect-prompts could consider biasing participants to spe-
cific hashtags (e.g., by decreasing the number of hashtags re-
lating to the narrative’s topic), allowing for identical shifts
to everybody’s priors to better enhance coordination. To
increase coordination rates among effect-prompted groups,
future interventions should additionally prompt participants
to produce semantically precise and causally parsimonious
hashtags, which maximally encode the causal content of the
narrative entity they represent.

Turning now to the network models of LLM agents, in this
simulation study we did not provide agents with the text pas-
sage narrative during network interaction, which resulted in
a large amount of response entropy that exploded across in-
teractions (see effect-prompting panel of Figure 6). Given
previous work that reports networks of agents finding agree-
ment, we suspect the inability of our LLM agents to reach
agreement is due to the prompt instruction we provided, as
agents weren’t instructed to pay attention to causal related in-
formation in the narrative. Future work will extend prompts
following an experimental design approach, by making min-
imal edits to the prompt and measuring impact on group co-
herence rates. First edits will encode narrative content into
the prompts, which should help refine the space of possible
outputs to focus on the narrative frame increasing group-level
coherence. Specifically, edits should identify which training
procedures, network structures, and prompts are necessary
for groups of generative agents to align narrative interaction
data.

Once language dynamics stabilize, effect-prompting can be
retested on these more complex LLM agents (as defined by
the amount of narrative and interaction information contained
in the prompt). Structured prompt engineering will likely be
necessary to properly mix the LLM agent’s background se-
mantic and causal knowledge with information gathered from
networked communication. Computational cognitive models
in reinforcement learning and human memory can be further
applied to increase agent memory sampling efficiency and
reasoning during interaction.
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